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Abstract: Support Vector Machine (SVM) is one of the most promising 
algorithms from learning machines domain. First, SVM was designed to 
solve classification problems but later they was adapted to deal with 
regression problems. In this paper I present a model that use SVM to 
predict the exchange rate EUR-LEU. I’ve used the Matlab programming 
language for numerical simulations. 
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1. INTRODUCTION  

Support Vector Machines have been developed to solve the problem of 
classification. Problems of regression differs from classification in the sense that 
observations are associated with numeric values and not a label from a discrete set. 

Given this difference can easily adapt the application of support vector 
machines to regression problems where we are dealing with numerical observations. 

Thus, the regression problem can be formulated as follows:  
with data  

• A universe of data X,  
• A sample set S, XS ⊂ , 
• A target function f : X → ℝ,  

• A training set D, where ( ) ( ){ }xfySxyxD =∈= and, , 

we need to determine a model f̂  : X→ℝ using D so that ( ) ( )xfxf ≅ˆ  for any Xx ∈ . 
The basic idea of machine learning is retained, namely the determination of a 

model (function) that fits best with the target function for all data elements in the 
universe. 

As in the case of classification X is a multidimensional real data set that is 
⊂X  ℝn with 1≥n . 

To develop support vector machine in regression context is used the 
maximization of the margin. The used idea is the same as for classification maximizing 
the margin. 

It gives a hyperplane and maximizes distances from observations to it. For a 
regression problem where the observations of training set 

( ) ( ) ( ){ }⊂= ll yxyxyxD ,,...,,,, 2211  ℝ
n
×ℝ, 

are contained in a hypertube with width 2ε and ε> 0 (Fig. 1), this can be interpreted as a 
regression model considering that there is a hyperplane positioned in the center of the 



hypertube that approximate observations. Usually there are several ways of positioning 
the hypertube with width 2ε to contain all the training observations. There is one 
optimal positioning of hypertube so as more observations are pushed closer to the 
outside of hypertube. Optimal Hypertube alignment is obtained when the distances 
from the observations to the central hyperplane are maximized. This is illustrated in 
Figure no. 1, where filled circles represent observations that act as constraints in 
optimization problem. 

 

 
Source: (Hamel, 2009) page 197.  

Figure no. 1 Linear regression modeling using hypertubes with width 2ε (a) a hypertube 
containing all observations, (b) optimal regression model with maximum margin.  

This is very similar to the problem of maximizing the margin of decision area, 
and we can use the same optimization problem to determine the optimal alignment by 
adjusting the hyperplane with corresponding constraints. 

Is solved the optimization problem 
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2. PREDICTING THE EXCHANGE RATE EUR-LEU WITH SVM 

I have downloaded the time series of the exchange rate between the euro and 
leu from the website of the National Bank of Romania, http://www.bnr.ro/Raport-
statistic-606.aspx . 

The program used to perform simulations was Matlab version 7.12.0 (R2011a). 
I imported into Matlab the data of exchange rate euro-leu and I have 

implemented a program that uses support vector machine with time delay 
(autoregressive) to predict next value of the exchange rate. 

I divided the observations into two sets of training and of test. For testing I kept 
the last 100 observations. I measured the levels of training and testing using Mean 
Square Error (MSE). 

A successful training is that when the Mean Square Errors obtained for the two 
sets of training and testing are similar. From tests I noticed that the two Mean Square 
Errors depend on the number of observations and the number of delays used. Optimal 



 

number of observations indicated by tests was between 800 and 1100 (Fig. 2) and the 
number of delays between 17 and 19 (Fig. 3). 
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Figure no. 2 Comparative evolution of Mean Squared Error for the training and test sets 
when varies the number of observations used.  
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Figure no. 3 Comparative evolution of Mean Squared Error for the training and test sets 
when varies the number of time delays. 

Figure no. 2 present the evolution of Mean Squared Error for the training and 
test sets when varies the number of observations used. The numbers from Ox axe 
represent the number of observations used and the numbers from Oy axe are the values 
of MSE divided by 10-4. In Figure no. 3 is presented the evolution of Mean Squared 
Error for the training and test sets when varies the number of time delays. The numbers 
from Ox axe represent the number of time delay used and the numbers from Oy axe are 
the values of MSE divided by 10-4. 

To determine the model I chose to use 800 observations and 18 time delay. Of 
the 800 observations I used 700 for training and I kept 100 for test.  



In figures 4, 5, 6 and 7 are presented the results obtained for the training set. 
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Figure no. 4 The exchange rate and predictions for training set.  
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Figure no. 5 The predictions errors for training set.  
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Figure no. 6 A closer look at the exchange rate and prediction for the last part of the 
training set.  
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Figure no. 7 The predictions errors for the last part of the training.  
To determine the parameters I used both the training and test sets. I used the 

mean square error to measure the effectiveness of the model. For the test set I 
calculated predictions with a single step, ie every time I used 18 known values to 
determine the prediction for the next value (Fig. 8). 
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Figure no. 8 The exchange rate and prediction with one step for the test set.  
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Figure no. 9 The predictions errors for test set in the case of prediction with one step.  



Predictions on several steps forward are obtained using as inputs predictions 
obtained at previous steps. From the following two figures is observed the evolution of 
predictions and prediction errors for the 100 steps forward. 
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Figure no. 10 The exchange rate and prediction for 100 steps forward.  
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Figure no. 11 The predictions errors for test set in the case of prediction for 100 steps 
forward.  
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Figure no. 12 First predictions in case of 100 steps forward prediction. 
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Figure no. 13 First errors for test set in the case of prediction for 100 steps forward.  
If the predictions of several steps forward I got predictions with an acceptable 

error only for a few steps, about 10, as shown in Figure 13. 

5. CONCLUSIONS  

Using SVM for prediction is a good alternative for both traditional methods as 
well as those methods arising from computational intelligence like Neural Networks 
(NN). To adjust the model with data we must to determine just a few parameters and 
this represent a major advantage of SVM over NN. 

As revealed from tests, using SVM for prediction gives the best results when 
we use about 1000 observations. This brings a very short time necessary to train the 
SVM, about 20 seconds when using a computer with Intel Cuore 2 Duo processor, who 
works at a maximum frequency of 2.53 GHz, and 1 GB RAM. 

Such a short time necessary to train the model allows us to perform retraining 
whenever needed and opens the way to use SVM to obtain real-time predictions. 

If multi-step ahead predictions were obtained acceptable values of errors for the 
first 12 predictions. 
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